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Abstract—Objective: Gastric slow wave abnormalities
have been associated with gastric motility disorders. In-
vasive studies in humans have described normal and ab-
normal propagation of the slow wave. This study aims to
disambiguate the abnormally functioning wave from one
of normalcy using multi-electrode abdominal waveforms
of the electrogastrogram (EGG). Methods: Human stom-
ach and abdominal models are extracted from computed
tomography scans. Normal and abnormal slow waves are
simulated along stomach surfaces. Current dipoles at the
stomachs surface are propagated to virtual electrodes on
the abdomen with a forward model. We establish a deep
convolutional neural network (CNN) framework to classify
normal and abnormal slow waves from the multi-electrode
waveforms. We investigate the effects of non-idealized mea-
surements on performance, including shifted electrode ar-
ray positioning, smaller array sizes, high body mass index
(BMI), and low signal-to-noise ratio (SNR). We compare the
performance of our deep CNN to a linear discriminant clas-
sifier using wave propagation spatial features. Results: A
deep CNN framework demonstrated robust classification,
with accuracy above 90% for all SNR above 0 dB, horizontal
shifts within 3 cm, vertical shifts within 6 cm, and abdominal
tissue depth within 6 cm. The linear discriminant classifier
was much more vulnerable to SNR, electrode placement,
and BMI. Conclusion: This is the first study to attempt and,
moreover, succeed in using a deep CNN to disambiguate
normal and abnormal gastric slow wave patterns from high-
resolution EGG data. Significance: These findings suggest
that multi-electrode cutaneous abdominal recordings have
the potential to serve as widely deployable clinical screen-
ing tools for gastrointestinal foregut disorders.
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I. INTRODUCTION

GASTRIC motility and functional disorders are abundantly
common, with functional dyspepsia and gastroparesis, the

most common of such disorders, affecting 10% and 1.5–3% of
the population, respectively [1], [2]. One way in which these
disorders are currently classified is based on symptom criteria,
an insufficient metric due to patient subjectivity and symptom
overlap between varying disease etiologies [3]. The clinical gold
standard for diagnosing upper GI disorders is gastric emptying,
which typically involves imaging after ingestion of a meal con-
taining a radioactive tracer. Gastroparesis, or delayed gastric
emptying, is diagnosed if an insufficient amount of the tracer
has emptied out of the stomach, and occurs in a majority of
Parkinsons and diabetes patients [4], [5]. However, published
findings have had limited success in demonstrating correlation
between gastric emptying and symptoms [6] or symptom im-
provement [7]. As some drugs improve symptoms but not gastric
emptying and vice versa [8]–[10], the NIH Gastroparesis Con-
sortium has recently recommended that improvement in gastric
emptying not be considered a requirement for clinical drug trials
in gastroparesis [6].

It has been proposed that gastric motility disorders (includ-
ing gastroparesis) should be sub-typed to improve treatment
efficacy [11], [12]. One such etiology arises from abnormalities
in the neuromuscular patterns of the gut. Much like the elec-
trical rhythms of the brain and heart, the gastroenterological
(GI) tract has electrical activity, governed by the enteric ner-
vous system. The electrical wave propagating along the serosal
(outer) surface of the stomach, the gastric slow wave, oscillates
at approximately 3 cycles per minute (0.05 Hz) and coordinates
the smooth muscle contractions of peristalsis during digestion
[13]. Recent findings from invasive electrode recordings [14],
[15] placed directly on the stomach surface describe a normal
functioning slow wave, with initiation in the pacemaker region
and anterograde propagation of equipotential rings, as well as
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Fig. 1. Anterior view of stomach model extracted from human research subject’s abdominal CT scan. (a) Anatomical regions of the stomach with
pacemaker region highlighted in gray. (b) Normal gastric slow wave initiation in the pacemaker region and propagation of equipotential rings (dashed)
in anterograde fashion toward the intestinal end. (c) Abnormal initiation of the gastric slow wave outside of the pacemaker region. Propagation of
distinct equipotential rings in the anterograde direction (left ring) and retrograde direction (right ring). These initiation and propagation patterns were
characterized from invasive studies [14], [15].

abnormal initiation, with slow waves generated outside the pace-
maker region, propagating simultaneously in both anterograde
and retrograde directions (Fig. 1).

This archetypal dysrhythmia, as well as others, has been
associated with gastric functional and motility disorders, in-
cluding gastroparesis and functional dyspepsia [16]–[22]. Other
work, also involving electrodes placed directly on the surface of
the stomach, has shown the ability of gastric slow wave abnor-
malities to predict states of nausea and vomiting [23]. Recent
advances in the development of gastric pacemaking devices
[24]–[27] that can initiate, entrain and/or normalize propagation
of the gastric slow wave has added impetus to the identification
of patients with gastric arrhythmias who may benefit from an
electrical pacing intervention. While monitoring the slow wave
with electrodes placed on the stomach during invasive surgery
is not clinically scalable as a screening tool, it does provide
validation for electrode-based characterization of the slow wave.

There is an unmet need to develop a widely-deployable
screening tool that is i) non-invasive, ii) able to make direct
claims on gastric myoelectric dysfunction, and iii) able to guide
effective treatments. In a similar fashion to that of the brain
and heart, waves generated at the stomach’s surface propagate
to the skin via volume conduction. These voltages can be mea-
sured with cutaneous electrodes, namely the electrogastrogram
(EGG) in the case of gastric electrophysiology. Traditionally,
the EGG is comprised of a small number of electrodes (typi-
cally 3–4) and spectral analysis within the 0.05 Hz frequency
range is performed [13]. Whereas some findings based upon
these spectral analyses have shown separation between patients
with GI symptoms and healthy controls [28]–[30], others have
found no such differences [31], [32].

Although it is non-invasive, the EGG has not encountered
widespread clinical adoption because of these contradictory
findings and because of a lack of consistency with invasive clin-
ical gold standards [33], [34]. Numerous findings have shown
that spatial dysrhythmias, including the abnormal initiation, typ-
ically occur within the normal frequency range of the gastric
slow wave (0.05 Hz) [15], [35], [36]. As such, current literature
has converged on the notion that spectral-based analyses are un-
able to capture these spatial abnormalities [37], [38]. This may
explain why spectral analyses have been inconsistent in their
findings.

Since the most significant features of the slow wave in terms
of classifying spatial abnormalities are its initiation location
and propagation direction, it is reasonable to hypothesize that
a multi-electrode recording system with higher spatial resolu-
tion may be beneficial in detecting such abnormalities. Indeed,
recently the high-resolution EGG (HR-EGG), a multi-electrode
array of 25 or more electrodes, has been shown to capture slow
waves with high spatial resolution and extract meaningful spatial
(as opposed to spectral) features, including the instantaneous
slow wave direction at any given point in space [39]. With the
advent of these new techniques, in addition to novel artifact
rejection methods [40], spatial features have been shown to cor-
relate with symptom incidence and severity in gastroparesis and
functional dyspepsia patients [41].

Taking it a step further than symptom correlation, it has yet
to be determined if one can classify a normal from abnormal
slow wave with HR-EGG recordings. Since the HR-EGG has
been a recent development, modern machine learning has been
seldom employed to analyze EGG waveforms and attempt ‘nor-
mal’ and ‘abnormal’ classification. Training a machine learn-
ing algorithm requires that data be labeled with ground-truth
metrics. Unlike in the field of cardiology, where electrophysi-
ological abnormalities can be detected by visual inspection of
an ECG, there are no current methods to obtain cutaneous EGG
recordings labeled with spatial gastric slow wave abnormalities.
Symptom reports, for example, cannot be used to label data, as
symptoms can arise from a variety of disease etiologies [3], one
of which being dysrhythmias of the enteric nervous system. In
addition, a small subset of patients with diagnosed functional
and motility disorders lack spatial slow wave abnormalities [15],
so clinical diagnoses cannot be used to robustly label the data
either. Currently accepted approaches to label these spatial ab-
normalities involve placing electrodes directly on the serosal
surface of the stomach during an open abdominal surgical pro-
cedure [14], [15]. Because of this, simultaneous cutaneous and
serosal recording has yet to be performed in humans. Thus, a
simulation for which ground truth labels are established a pri-
ori makes possible the training of a machine learning algorithm
with multi-electrode EGG waveforms.

The simulation of electrical conduction patterns on an organ’s
surface is not unprecedented. Recent studies in cardiology,
for example, simulate abnormal cardiac electrophysiology
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along with normal cardiac function on subject-specific MRI-
constructed and CT-constructed heart models to perform
subsequent analysis, some of which even simulate volume
conduction and propagation of voltages to virtual cutaneous
electrodes [42]–[44]. With an analogous methodology, in
this work we simulate underlying conduction patterns on the
stomach and propagate voltages to virtual cutaneous electrodes
in a human subject-specific manner. Once labeled waveforms
are obtained, machine learning is possible. Machine learning
studies in cardiology [45]–[49] follow the premise that within
the same class, the conduction pattern on the organ is consistent,
and across different classes, the conduction pattern is different.
This same paradigm can be applied to gastric electrophysiology.

Recent advances in deep learning have enabled breakthrough
performance in healthcare applications [50], including the anal-
ysis of physiological signals such as the electrocardiogram
[45]–[47], electroencephalogram [51]–[53], and electromyo-
gram [54], [55]. We hypothesize that such tools can also be used
to accurately classify normal versus abnormal slow wave prop-
agation from cutaneous HR-EGG recordings, with robustness
to high anatomical variability between subjects, including BMI,
stomach shape, and stomach position relative to cutaneous land-
marks. Specifically, we hypothesize that a three-dimensional
convolutional neural network (3D CNN) will succeed in such a
classification task, with reasoning as follows.

The state-of-the-art class of neural network architecture used
in image-classification tasks (i.e. classifying animal images)
is a convolutional neural network (CNN) [56]–[59]. Similarly,
three-dimensional CNNs are an accepted best-practice in video-
classification tasks [60]–[62]. In a video recognition task, the
3D CNN ‘sees’ the video as an ‘N’ by ‘N’ grid of discrete pixels
with varying intensity values over time. The data collected by a
square multi-electrode array, as seen in this study, is an ‘N’ by
‘N’ grid of voltage values over time. Here, we make the novel
analogy of a multi-electrode recording to a video so that we can
subsequently apply these video classification techniques from
deep learning.

In this paper, we establish a deep CNN framework to disam-
biguate normal from abnormal slow wave initiation with cuta-
neous multi-electrode data. We also investigate the effects of
non-idealized measurements on classification accuracy, which
include shifted array positioning with respect to the true center
of the stomach, smaller array sizes, high BMI, and low signal-to-
noise ratio (SNR). Finally, we compare the performance of our
deep CNN to a traditional machine learning approach using spa-
tial HR-EGG features of slow wave propagation. These objec-
tives are carried out through a series of simulations of the normal
and abnormal slow wave on a variety of computed tomography
(CT)-extracted stomachs from human research subjects, prop-
agated to virtual electrodes on the surface of subject-specific
abdominal models.

With an ECG, identification of certain cardiac abnormalities
can be done via visual inspection of the waveform. This is not
the case for the EGG. Therefore, the methodology presented
in this study involving machine learning of features was neces-
sary in order to separate normal and spatially abnormal EGG

waveforms. This is the first study to attempt, and moreover
succeed, in using a deep CNN to disambiguate normal and ab-
normal gastric slow wave patterns with HR-EGG waveforms.
These findings suggest that the use of multi-electrode cutaneous
abdominal recordings combined with machine learning algo-
rithms may serve as a promising avenue of further research in
developing widely-deployable clinical screening tools for gas-
trointestinal foregut disorders.

II. METHODS

A. The Forward Model

We simulated two modalities of the gastric slow wave on
stomach geometry extracted from CT scans from 40 human re-
search subjects: (i) normal initiation and propagation, and (ii)
abnormal initiation with bifurcated retrograde and anterograde
propagation (Fig. 1b-c). First, we defined a novel ‘Medial Curve’
that captured the stomach’s characteristic shape (Section II-A1).
We then sliced the stomach geometry into thin planes, with each
plane containing a discrete point on the Medial Curve and ori-
ented organoaxially (such that a normal vector to the plane was
parallel to the Medial Curve’s tangent vector at the aforemen-
tioned point). We solved for the serosal stomach voltage at each
point on the Medial Curve, then applied it to all points within the
corresponding slice (Section II-A2), creating equipotential rings
across the entire stomach surface. Next, we calculated subject-
specific abdominal boundaries (Section II-A3) and propagated
the serosal voltages to electrodes placed at these abdominal
boundaries (Section II-A4). Finally, we perturbed the simula-
tions by varying electrode placement, abdominal tissue depth,
signal-to-noise ratio (SNR), and electrode array size, with com-
binations of these yielding more than 2,400 independent simula-
tions from each stomach model (Section II-A5). Ethical approval
for this work was obtained from the institutional review board
at the University of California, San Diego.

1) Defining the Medial Curve: The Medial Curve provided
the backbone for traveling slow wave propagation. This curve,
C : [−1, 1] → R3 , is a collection of (x, y, z) points on the sur-
face of the stomach – parameterized from the esophageal to py-
loric end – that traces the stomach’s unique characteristic shape
(Fig. 2). To find this curve, we manually extracted and voxelized
the three-dimensional stomach model from CT images [63],
[64]. The voxelized representation of the stomach was itera-
tively thinned to its ‘geometric skeleton’ [65], [66] (Supplemen-
tal Materials Section A), which is a set, B = {p1 , p2 , . . . , pM },
of M points where each pm ∈ R3 . The geometric skeleton pre-
serves stomach topography and consists of a central spine and
branches, similar to the vasculature of a leaf. The spine of the
geometric skeleton best approximates the characteristic shape
of the stomach. M was 5374 points, on average. Although via
visual inspection, the spine of the geometric skeleton roughly
traces the organoaxis of the stomach, it is unknown which points
in B comprise the spine and which comprise the branches.
Furthermore B is not parameterized from the esophageal end
to the pyloric end. Considering this, and since gastric slow
wave propagation occurs organoaxially, we developed a method
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Fig. 2. Medial Curve (black) that captures the characteristic shape of
the stomach, solved for with the optimization paradigm defined in (3).
Units in mm.

using all points in B to construct a continuous and differen-
tiable function C(ζ) that roughly traces the organoaxis of the
stomach.

The Medial Curve, C(ζ), was constructed as a linear combi-
nation of Legendre polynomials (φk : k ≥ 0):

φ0(ζ) = 1, φ1(ζ) = ζ, φ2(ζ) =
1
2
(3ζ2 − 1), . . .

We chose to construct C(ζ) using Legendre polynomials be-
cause they each are continuous and differentiable and form an
orthogonal basis of functions on the [-1,1] interval. As such,
the weighted combination of the Legendre polynomials used to
define the Medial Curve is still continuous and differentiable.
Continuity allowed for mapping of slow wave propagation along
the organoaxis. Differentiability allowed us to build equipoten-
tial rings as thin planes comprising a point on the Medical Curve
and its associated tangent vector, for full serosal propagation.

A vector-valued coefficient g
k
∈ R3 is associated with the

kth Legendre polynomial φk so that by defining the composite
matrix G containing vector-valued coefficients as column vec-
tors, G = [g

1
g

2
. . . g

K
], we can succinctly describe the curve

for any matrix G as:

C(ζ;G) =
K−1∑

k=0

g
k
φk (ζ). (1)

There exists a matrix, G∗, for which C(ζ;G∗) best fits the spine
of the geometric skeleton. To find G∗, we defined the objective
function JB(G) to be minimized in (2) below. It was necessary
to incorporate both (2a) and (2b) into JB(G) in order to ensure
that each point on the geometric spine was near some point on
the Medial Curve, (2a), and each point on the Medial Curve
was near some point on the geometric spine, (2b). Without the
inclusion of (2b), there are an infinite number of curves, C(ζ),
for which (2a) holds that extend past the esophageal and pyloric

Fig. 3. Wave propagation at the serosal surface of the stomach with
voltage values displayed as heat map. Normal slow wave initiation (top)
and abnormal initiation (bottom), with each successive snapshot (left
to right) at time t = 0, 4, 8, 12 seconds. The voltage at each point
on the serosal surface of the stomach is solved for in Section II-A2 in
accordance with the description in the most recent literature [14], [15],
[39].

boundaries.

JB(G) =

(
M∑

m=1

min
ζ∈[−1,1]

‖C(ζ) − pm‖2
2

)
(2a)

+
(∫ 1

−1
min

m∈{1,...,M }
‖C(ζ) − pm‖2

2dζ

)
(2b)

We solved for G∗ by minimizing (2), using the Broyden-
Fletcher-Goldfarb-Shanno (BFGS) algorithm:

G∗ = arg min
G∈R3×K

JB(G). (3)

The optimal Medial Curve was given by C∗(ζ) ≡ C(ζ;G∗).
2) Serosal Voltage Simulation: We simulated voltage po-

tentials on the full serosal surface of the stomach (Fig. 3). We
modeled the normal and abnormal wave initiation and propaga-
tion patterns to be consistent with recent findings from invasive
human recordings [14], [15]. This was implemented by solving
the one dimensional wave equation (4) at discrete points along
the Medial Curve via finite difference analysis with a temporal
step size calculated using the Courant-Friedrichs-Lewy condi-
tion [39]:

∂2S(ζ, t)
∂t2

= c2(ζ)
∂2S(ζ, t)

∂ζ2 . (4)

In (4), S(ζ, t) is voltage as a function of both time t and
position ζ on the Medial Curve. Wave speed, c(ζ), is a function
of the Euclidean position C∗(ζ) corresponding to position ζ on
the Medial Curve, which is highest in the pacemaker region (6.0
mm/s), second-highest in the antrum (5.9 mm/s), and lowest in
the corpus (3.0 mm/s). We also imposed trends in wave ampli-
tude consistent with the current literature [14], [15]; amplitudes
in the pacemaker, antrum, and corpus regions were 0.57 mV,
0.52 mV, and 0.25 mV, respectively. At the two boundaries, we
employed Mur’s boundary condition to prevent waves from re-
flecting back into the stomach. Finally, we applied each discrete
voltage, S(ζ, t), in equipotential rings oriented organoaxially
on the stomach associated with points on the Medial Curve
(C∗(ζ) : ζ ∈ [−1, 1]). Altogether this defined the potential at
all points on the stomach’s serosal surface.
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Fig. 4. (a) Top-down projection of human research subject’s abdom-
inal CT scan onto the X,Z plane. Approximated elliptical cross section
(red) from which elliptical radii were measured. (b) Top-down projection
of stomach and elliptic cylindrical point clouds onto the X, Z plane. Ab-
dominal ellipse (red) and inner abdominal boundary (blue), separated
by a 1 cm cavity. Abdominal and inner ellipses are translated laterally by
z0 via optimization described in Section II-A3. The anterior stomach and
abdominal surfaces are as close as they can be to one another while
imposing the constraint that no point on the stomach crosses the inner
abdominal boundary. This is the 1 cm ‘baseline’ abdominal tissue depth.

3) Abdominal Boundaries and Electrode Array Place-
ment: To approximate any research subject’s cutaneous ab-
dominal boundaries, we constructed a dense cylindrical point
cloud where each cross section is an ellipse. The major and mi-
nor axes of the ellipse were defined from measurements of the
projection of the research subject’s abdominal CT scan onto the
X, Z plane (Fig. 4a). The point cloud was placed concentrically
with the stomach.

We assume the smallest possible thickness of the abdominal
wall (skin, adipose tissue, muscle, etc.) to be 1 cm. To create
a 1 cm shell between the inner and cutaneous boundaries, we
created an inner elliptic cylinder (blue ellipse in Fig. 4b), with
elliptical radii 1 cm less than the radii of the cutaneous elliptic
cylinder.

In order for the point on the anterior surface of the stomach
closest to the abdominal wall to be just within the inner elliptic
cylinder, we laterally translated the two elliptic cylinders in the
posterior direction by z0 , which was minimized subject to the
constraint that each point from the stomach lies within the inner
ellipse shifted by z0 :

(xi)2

(a − 1)2 +
(zi − z0)2

(b − 1)2 ≤ 1, i = 1, . . . , H. (5)

where (xi, zi) is the ith point from the stomach, a is the ma-
jor radius and b is the minor radius of the cutaneous ellipse.
This constrained convex optimization problem was solved in a
subject-specific manner due to subject-to-subject stomach and
abdominal variability (Supplemental Materials Section G). H
was, on average, 7446 points.

At this point, the cutaneous boundary was centered at (0, z0).
To model BMI trends, the cutaneous boundary was subsequently
translated in the anterior direction (increasing the separation
between the anterior stomach and abdominal boundaries) by u
cm, resulting in its center now being (0, z0 + u). We defined the
‘abdominal tissue depth’ to be 1 + u cm for u ≥ 0.

We constructed an electrode array on the anterior face of the
cutaneous surface. Electrode ‘anchor points’ were placed in a

grid, spaced 2 cm apart both vertically and along the elliptical
arc length. Full electrodes were defined as the closest 32 points
within the elliptic cylinder point cloud to each anchor point.
When computing electrode voltages (Section II-A4), the voltage
at each full electrode is an average of voltages at these these 32
points. The entire 100-channel electrode array was centered with
respect to the stomach’s (x, y) center.

4) Propagating Voltage From the Serosal Surface of the
Stomach to Cutaneous Electrodes: At each electrode n, we
calculated the voltage at time t, Vn (t), using the principle of
superposition as a linear combination of D ‘source’ current
dipole moments, (Id(t) : d = 1, . . . , D). Each current dipole
Id(t) is taken from the serosal simulation in Section II-A2 and
either corresponds to the potential along the Medial Curve at
time t, S(ζ, t), or one of the associated equipotential rings on
the plane normal to the tangent vector of S(ζ, t) at point ζ. We
also model additive white Gaussian measurement noise Nn (t),
altogether giving rise to:

Vn (t) =
D∑

d=1

Wn,dId(t) + Nn (t). (6)

Source weights are given by:

Wn,d =
cos θ

4πσr2
n,d

(7)

where θ is the angle between the organoaxial current dipole
and the electrode, rn,d is the distance between the source, d,
and electrode, n, and σ = 0.125 S/m is the conductivity of
the medium between the stomach and electrode interface (i.e.,
homogenized between abdominal bone, muscle, adipose tissue,
and skin) and was chosen to be between that of muscle (0.5 S/m)
and fat (0.1 S/m) [67], [68]. Since EGG is at 0.05 Hz, we did
not incorporate capacitive effects, as has been done for volume
conduction modeling with electrophysiologic signals at higher
frequencies [69], [70]. In this work, when we shift the electrode
array on the surface of the abdomen and present findings, we
term some electrodes as ‘out of range of the stomach’s electrical
activity.’ The rationale of this is due to source weights being
governed by i) the distance between the electrode and voltage
source on the stomach and ii) the angle between these two points
(7). As such, in this context, electrode array shifts will cause
high attenuation of these weights. Voltage at these electrodes
will be governed primarily by noise, therefore justifying the
terminology ‘out of range of electrical activity.’

5) Creating HR-EGG Datasets: For each simulation of the
slow wave on the serosal surface of the stomach, we generated
several independent HR-EGG datasets via manipulation of elec-
trode array placement, abdominal tissue depth, electrode array
size, and signal to noise ratio (SNR). We shifted the electrode
array horizontally such that the center of the array moved along
the abdominal elliptical arc from−12 cm to 12 cm in increments
of 3 cm. Likewise, we shifted the center of the array vertically
from −12 cm to 12 cm in increments of 3 cm. Each stomach-
abdomen model began with a minimum spacing of 1 cm between
stomach and abdominal boundaries (Section II-A3). From this
initial positioning, we moved the electrode array laterally away
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Fig. 5. Convolutional neural network architecture schematic, described in detail in Section II-B1.

from the stomach up to 15 cm in increments of 1 cm, to sim-
ulate changes in abdominal tissue depth, with the assumption
that this suggests trends in BMI. This method of adding tissue
depth created a close resemblance to abdominal tissue regions
seen from the abdominal CT scans.

We added white Gaussian noise to all simulated HR-EGG
datasets. It should be noted that this ‘measurement noise’ is an
addition to the noise already present in the simulated volume
conduction solution (6). In the training datasets, we calculated
the noise variance such that the ratios of median signal power
variance to added noise variance yielded a SNR of 20 dB. In the
same fashion, we added white Gaussian noise to the test datasets
used in the experiments to assess classifier performance over a
SNR range of −40 to 40 dB. We added noise in a related but
slightly different manner to test datasets used in the experiments
to assess classifier performance over horizontal and vertical
electrode array shifts, as well as abdominal tissue modulation.
In these latter three test datasets, we calculated the noise vari-
ance once for all HR-EGG datasets resulting from each distinct
stomach model such that the resulting SNR was 10 dB at the
centered configuration (i.e., horizontal and vertical shifts were
0 cm, and abdominal tissue depth was at its 1 cm baseline). We
then added white Gaussian noise with these calculated variances
to all horizontally, vertically, and laterally shifted permutations
of the HR-EGG dataset generated from the particular stomach
model.

Previous studies have used configurations with fewer than
100 electrodes. For example, the original HR-EGG recordings
utilized 25 electrode arrays [38], [39] and ambulatory systems
capable of recording from 9 electrodes have recently been es-
tablished [40]. As such, we trained and tested smaller square
electrode arrays with 25 and 9 channels and added noise for
all training and test datasets of the smaller arrays as described
above.

B. Machine Learning Classification of HR-EGG
Waveforms

We constructed and trained a convolutional neural network
(CNN) to classify normal and abnormal HR-EGG electrode data
(Section II-B1). For comparison, we computed wave propaga-

tion spatial features to train a linear discriminant analysis (LDA)
classifier (Section II-B2).

1) Neural Network Architecture: The CNN consisted of
four sequentially ordered 3D-convolutional layers, each with
32 filters, followed by two dense (fully connected) layers, with
64 and 2 filters, respectively. A schematic diagram is shown in
Fig. 5. Layers 1 through 5 were activated with a rectified linear
unit (ReLU) and the ultimate dense layer was activated with a
softmax threshold. We optimized weights via back propagation
with an Adam optimizer, using the following hyperparameters:
learning rate = 0.001, β1 = 0.9, and β2 = 0.999. Loss was com-
puted via categorical cross-entropy. The outputs of layers two
and four underwent max pooling (dimension 2, 2, 2) in order
to reduce the run time of the algorithm. We added a dropout
function after the second, fourth, and fifth layers to prevent
over-fitting [71]. We carried out all computations through Ten-
sorflow [72] and programmed nodes using the Keras API [73].

The general form of the neural network architecture was
adapted from state-of-the-art 2D and 3D CNN published ar-
chitectures [56], [57], [60]–[62]. Namely, this general form is
a sequence of several convolutional layers followed by a few
dense layers, in which the ultimate dense layer has ‘n’ filters
corresponding to the ‘n’ classes in the data (in this case 2). The
number of filters in each layer is typically task and data-specific,
with some studies using 2 filters in a layer and others using 2,000
[56]–[62]. As such, there is not a standard number of filters to
use in CNN layers. We implemented 32 filters for each convo-
lutional layer, which was sufficient for the CNN to accurately
learn features and classify while keeping the computational cost
low. State-of-the-art CNNs [56], [57] train on datasets on the or-
der of 1.2 million samples (i.e. ImageNet), which allows a large
set of weights arising from a very deep network to be learned.
In this study, however, the training set contained only approxi-
mately 6,000 samples, which led us to choose the depth of the
network to i) be sufficient for accurate feature identification,
ii) avoid over-fitting, and iii) be computationally efficient.

We chose a convolution stride of 1 to retain resolution at the
convolution stage, since the aforementioned architecture design
reduced the computational load enough to make this stride fea-
sible. We used the same kernel size for filters in each layer in
accordance with recent findings suggesting that homogeneous
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Fig. 6. (a) Cartesian coordinates (x, y, z) translated to (x̃, ỹ) coordinates
along the curved abdominal surface. Spatial analyses in Section II-B2 are
performed in (x̃, ỹ) coordinates. (b) Conceptual schematic of two out-of-
phase oscillatory signals at different vertical spatial locations, ỹ = 0 (blue)
and ỹ = 1 (brown). At time t = 0, the change in the oscillatory signal with
respect to a unit change in ỹ is π. (c) Phase gradient abstraction with
wave velocity vector shown in blue. Both planar and non-planar waves
have equal speeds (velocity vector magnitude) but the non-planar wave
has non-homogeneous wave directions.

Fig. 7. Cross validation accuracy (blue) and loss (red) during training.
Accuracy is shown on a [0, 1] scale.

kernel sizes throughout the network are optimal when classify-
ing videos through a 3D CNN [61]. The kernel size was chosen
by the input size of the data. State-of-the-art CNNs [56] trained
on data with image sizes of 256 × 256 pixels (i.e. ImageNet)
and had kernel sizes ranging from 11 × 11 in beginning lay-
ers to 3 × 3 in latter layers. Each simulated waveform in our
study had an input size of 10 × 10 × 300, where the third axis
was the temporal component. As such, we chose the first two
dimensions of our kernel size, 2 × 2, to be sufficiently smaller.
The final dimension of our kernel size, 2, was also chosen to be
small in order to preserve temporal resolution, overall yielding
a convolutional kernel of 2 × 2 × 2.

Before undergoing any training, the cross validation ‘accu-
racy’ is 0.5, since CNN weights are randomly initialized. As
seen in Fig. 7, the cross validation accuracy increases to above
0.7 after just one epoch. The accuracy continues to rise through-
out the course of training, but this first jump in accuracy (>0.25)
is the most prominent. Because of this property, we can say the
neural network is converging if this jump in cross validation
accuracy is seen after 1 epoch. When constructing the CNN ar-

chitecture, we performed convergence tests in which we tested
perturbations of the architecture (i.e. more or less layers, number
of filters, etc.) for convergence. While there may be a slightly
different 3D CNN architecture (i.e. more filters in one of the lay-
ers, or larger kernel size) that slightly improves the performance
of the network, we found that convergence is robust across mi-
nor perturbations in architecture. A source of future work could
involve the tuning of hyperparameters and iteratively testing ar-
chitectural parameters to slightly improve CNN classification
performance.

2) Linear Discriminant Analysis: We represented the po-
sition of each electrode ((x̃n , ỹn ) : n = 1, . . . , N) with respect
to the coordinate system of the curved surface on the abdomen
(Fig. 6a). An example of the voltage Vn (t), associated with two
electrodes at different vertical locations, where a phase shift is
present, is given in Fig. 6b.

We extracted HR-EGG spatial features of the slow wave from
the cutaneous waveforms by first performing the Hilbert trans-
form on each individual waveform in the array to extract instan-
taneous amplitude and phase information:

Vn (t) + iHb[Vn (t)] = an (t)eiφn (t) , n = 1, . . . , N (8)

to construct instantaneous phase information as a function of
time and space:

φ(x̃n , ỹn , t) ≡ φn (t), n = 1, . . . , N.

The spatial gradient of instantaneous phase, ∇φ(x̃, ỹ, t),
was constructed at each cutaneous electrode ((x̃n , ỹn ) :
n = 1, . . . , N).

Since the wave velocity vector v is normal to contours of
constant phase, it satisfies:

v(x̃, ỹ, t) ∝ −∇φ(x̃, ỹ, t). (9)

We define features pertaining to the time-averaged direction of
the wave velocity at any electrode in terms by exploiting (9) as
follows:

Λn =
1
T

T∑

t=1

tan−1 (∇φ(x̃n , ỹn , t)) , n = 1, . . . , N. (10)

Speed calculated from measurements directly on the stomach
[14] has been shown to follow different trends with regard to
disease than speed calculated from the aggregated slow wave
activity propagated to the cutaneous abdominal surface via vol-
ume conduction [39], [41], [74]. As such, the wave speed was
not used as a feature to train our classifier. In order to include
a feature that varies between anterograde propagation (normal
function) and the combination of retrograde and anterograde
propagation (abnormal initiation), we define the phase gradient
directionality (PGD) as the ratio of the norm of the spatially av-
eraged electrode velocities with the spatial average of the norm
of electrode velocities:

PGD(t) =
‖ 1

N

∑N
n=1 ∇φ(x̃n , ỹn , t)‖2

1
N

∑N
n=1 ‖∇φ(x̃n , ỹn , t)‖2

, t = 1, . . . , T

(11)
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where in (11), velocities are replaced with −∇φ by virtue of
(9). The PGD is a measure of how aligned the wave velocities
at different electrodes are at any point in time, and equals 1 for
planar waves, since in such cases the wave velocities at each
location are equal. From Jensen’s inequality, the numerator is
upper bounded by the denominator and so 0 ≤ PGD(t) ≤ 1.
Thus the PGD is a measure of how ‘close’ the activity is to
being a plane wave, which is akin to what occurs in normal
slow-wave HR-EGG waveforms, exhibiting predominantly an-
terograde propagation. As waves stray from this planar pheno-
type, as in the abnormal slow wave seen in HR-EGG waveforms,
the PGD decreases (i.e., the PGD of white Gaussian noise is with
low probability above 0.5 [39]).

A conceptual schematic of PGD is shown in Fig. 6c. The
denominator of (11) represents the average magnitude of the
spatial phase gradient. In Fig. 6c, the magnitude of the spatial
phase gradient is the same at all electrodes (all arrows are of
equal magnitude). In the planar wave case, the partial derivative
of phase with respect to x̃ is the same at all spatial locations,
whereas in the non-planar wave, the partial derivative of phase
with respect to x̃ at the two leftmost electrodes is equal to the
negative value of the partial derivative of phase with respect to
x̃ at the rightmost electrodes. The same pattern is seen in the
partial derivative of phase with respect to ỹ. Thus (11) is zero
for the non-planar wave shown in this figure, as wave velocities
are of the same magnitude but have opposing directions.

At certain horizontal shifts of the electrode array, the array
may be in a range where it records mostly synchronized ret-
rograde activity in the abnormal simulations. This will cause
both the normal and abnormal waves to resemble planar waves
(though propagating in different directions). The PGD will be
indistinguishable between classes in this case but the tempo-
ral average of wave directions at each spatial location will be
different. As such, we used the time averaged directions at
each electrode (Λn : n = 1, . . . , N) as well as the median of
(PGD(t) : t = 1, . . . , T ) to create N + 1 features for training
a linear discriminant analysis (LDA) classifier.

3) Training and Testing Both Models: Prior to training the
model, we initialized all neural network weights with a Glorot
Uniform distribution. We trained the CNN for 15 epochs in
batches of 40 training simulations at a time and cross validated
on a random 25% of the training set. The cross validation accu-
racy and loss at each epoch during training are plotted in Fig. 7.
All values of each of the horizontal and vertical electrode array
shifts, as well as abdominal tissue depths, were represented in
the training set. When sampling one of these shifts, the other
two shifts type would remain centrally located. For example,
when we varied the abdominal tissue depth from 1 to 15 cm,
horizontal and vertical electrode arrays shifts were kept within
−3 to 3 cm. Likewise, in the test datasets, we held the types of
perturbations not explicitly under investigation at a range close
to zero. This ensured classification performance dependence on
one independent variable at a time. A full description of all
datasets used in training and test experiments can be found in
the Supplemental Materials Section B. Test data for all experi-
ments was completely independent from training data. HR-EGG
waveforms, including all array perturbations, from 28 randomly

Fig. 8. Comparison of neural network performance with LDA perfor-
mance. (a) Neural network and LDA performance as a function of SNR.
(b) Neural network and LDA performance as a function of horizontal
electrode array shifts along the curved surface of the abdomen. Shift dis-
tances correspond to arc lengths along the cylindrical ellipse. (c) Neural
network and LDA performance as a function of vertical electrode array
shifts. (d) Neural network and LDA performance as a function of abdom-
inal tissue depth. All test datasets (b-d) had a baseline SNR of 10 dB
(Explained in detail in Section II-A5).

selected stomach models was used solely in training the CNN,
while waveforms from the remaining 12 stomach models was
used for testing. All training and testing regimes were repeated
six times (i.e., six unique random splits of 28:12 stomach mod-
els).

III. RESULTS

In both the LDA and neural network approaches, the classifi-
cation accuracy saturates at high and low SNR extrema (Fig 8a).
Within the SNR range of −12 to 16 dB, the CNN outperforms
the LDA classifier and both the LDA and neural network ac-
curacy curves increase mechanistically similarly, with approx-
imately equal slopes. When the LDA accuracy curve is shifted
by −17 dB, accuracy as a function of shifted SNR more closely
resembles that of the neural network. (Supplemental Materials
Section C). Thus, the ‘gain’ from use of the neural network
methodology over the LDA classifier is 17 dB. However, the
LDA accuracy still saturates at 90.97%, which is lower than the
CNN’s accuracy from 0 dB onward. Our group has observed in
recordings that a high-quality EGG signal is in the vicinity of
10 dB [40]. At 10 dB, neural network accuracy is 95.46% and
LDA accuracy is 76.79%, comprising an accuracy improvement
of 18.67%.

A full analysis of the vertical array translation and abdominal
tissue depth perturbations (Fig. 8c-d) can be found in the Sup-
plemental Materials Section D. Below we will analyze the LDA
and CNN accuracy curves as a function of horizontal shifts of
the 100 channel electrode array (Fig. 8b).
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Fig. 9. Vulnerability of the LDA classifier to horizontal electrode array position. (a) LDA accuracy as a function of horizontal electrode array shifts.
(b) Front-facing view of electrode array horizontally shifted by −9 cm. The electrode array is to the right of the abnormal initiation, with rightmost
electrodes out of range of electrical activity–resulting in electrodes picking up primarily noise. Panels c-d show training (top) and testing (bottom)
abstractions of direction features, with: (c) annotation 1 and (d) annotation 2. All test sets were trained on the same training set, so abstractions
of learned direction features during training are the same for both annotations. Direction features corresponding to anterograde propagation are
shown in blue, retrograde propagation in red, and noise-dominated measurements depicted as gray dots. (e) Front-facing view of electrode array
horizontally shifted by 3 cm. The electrode array is horizontally centered over the abnormal initiation.

Since CNN filters are stepwise convolved around the entire
input space, invariant properties of the input can be extracted, ir-
respective of their location in space. This robustness for CNN’s
is well exemplified within the context of animal image classifica-
tion, where the face of a cat can be localized and corresponding
features necessary for classification can be extracted from any
spatial location in both testing and training datasets. As such,
classification of these images is robust, even if the relative lo-
cation of the cat’s face in the testing dataset differs from its
location in the training dataset [56]. Similar to how the cat’s
face can be anywhere within the frame of the image, the ‘an-
terograde activity’ and bifurcated ‘anterograde and retrograde’
activity need not be in the exact same part of the electrode array
for every subject, as evidenced by high classification accuracy
across a broad range of electrode array placements relative to
anatomy (Fig. 8b). In the case of the LDA, the features are
specific to the spatial location of each electrode. As seen in
Fig. 8b, LDA classification accuracy is sensitive to electrode
placement. An explanation (admittedly over-simplified for con-
ceptual transparency) of this vulnerability is as follows.

In the training set (identical in both the CNN and LDA training
paradigms), there is an over-representation of horizontal shifts
within−3 to 3 cm, as compared to other horizontal shifts outside
of this range. It follows that the LDA model fit in training will
associate, at a high level, with direction feature constructs as
seen in the ‘Training’ abstractions in Fig. 9c-d.

In this range of shifts, the array is horizontally centered near
the location of the abnormal initiation, and so a learned represen-
tation can be simply described as follows. For the normal wave
propagation, waves are propagating in an anterograde direction
near the left side of the array and an anterograde direction near
the right side. Since both halves of the array have waves propa-
gating in the same direction, the PGD is high. For the abnormal
initiation and propagation, there is anterograde activity near the
left side of the array and retrograde activity near the right side.
Since one side of the array has waves propagating in an opposite
direction from waves in the other side of the array, the PGD is
distinctly lower than that of the normal case.

This general logic explains the variability in performance dur-
ing testing at the two annotations in Fig. 9a. At annotation 2 in
Fig. 9, the array is most centered over the abnormal initiation
during testing (Fig. 9e and Supplemental Materials Section E).
As such, the learned representation of wave directions is very
consistent with training (Fig. 9d) and indeed the classification
performance is highest. Furthermore, the largest class separa-
tion between the normal and abnormal PGD values is seen at
annotation 2, and the magnitude of the weight associated with
PGD in the LDA classifier is 40 times higher than that of other
direction features.

As the electrode array is moved slightly in the negative direc-
tion (i.e. horizontal shifts of 0 and −3), the direction vectors are
still overall consistent with those learned in training. However,
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poor classification performance is observed because the array is
moving to a region over more synchronized retrograde activity.
Thus, the abnormal wave resembles a planar wave, similar to the
normal wave but propagating in a different direction. Because
the PGD is maximized for planar wave propagation (regard-
less of direction), the PGD for the normal and abnormal waves
will begin to be almost indistinguishable. Since the PGD is the
highest-weighted feature in the LDA classifier, the sharp decline
in performance is explained.

At annotation 1 in Fig. 9, the center of the electrode array
is shifted to the right of the abnormal initiation point (Fig. 9b).
When testing the abnormal waveforms, the left side of the array
now records retrograde activity and the right side records noise
(Fig. 9c). Thus none of the direction features are consistent be-
tween testing and training. When testing the normal waveforms,
the left side of the array records anterograde activity and the right
side records noise. Thus only the left-side direction features are
consistent between testing and training. Though some of these
direction features are consistent, direction features on the right
side of the array are weighted higher in classification than those
on the left (Supplemental Materials Section F). Moreover, wave
directions are not coherent and the PGD is reduced in compari-
son to its learned value during training. Altogether, an erosion of
classification performance ensues. Though the CNN approach
is robust across horizontal shifts, we see a unimodal trend in
classification accuracy with respect to electrode array position-
ing. We hypothesize that the most significant ‘feature’ used in
classifying the abnormal initiation is one extracted by a filter in
the shape of retrograde activity. The CNN’s peak performance
at a horizontal shift value of −3 cm supports this hypothesis. At
this shift configuration, the electrode array is centered at a re-
gion in which there is mostly retrograde activity in the abnormal
simulation (the array is out of range of the anterograde activ-
ity seen to the left of the abnormal initiation- refer to Fig. 9b).
Thus, during testing, the CNN will only see retrograde activity
for the abnormal simulation and only anterograde activity for
the normal simulation– yielding high classification accuracy.

Under our hypothesis that the CNN is heavily selecting for
retrograde activity to classify the waveforms as ‘abnormal’, a
configuration that is more localized to the abnormal initiation
location will ‘confuse’ the CNN with incidence of features re-
sulting from anterograde waves in addition to retrograde waves.
This is consistent with classification performance decline as a
function of positive shifts (Fig. 8b). The gradual decline in CNN
classification accuracy as the array is shifted toward −12 cm is
due to the array moving out of range of most of the slow wave
activity in general and measurements tending toward noise.

As the electrode array is shifted 6 and 9 cm horizontally,
the one standard deviation error bars for the CNN and LDA
classification performance overlap. This is mainly because the
shifts within 6 to 9 cm move the center of the array near the
abnormal initiation site, a trend that generally maximizes LDA
performance and minimizes neural network performance. In
this case, the CNN‘s worst classification accuracy is still within
one standard deviation of the LDA’s best classification accu-
racy, exhibiting the CNN’s high performance across horizon-
tal electrode array shifts. In comparison, the LDA performs

significantly poorly when the array is not centered around the
site of the abnormal initiation (i.e. when it is shifted by−12 cm).
Since the abnormal initiation is not anatomy-specific, the cor-
responding horizontal shift that puts the electrode array in its
range will not be known a priori for any individual human sub-
ject – even if an abdominal image has been obtained. Altogether,
this suggests that the CNN methodology we propose would be
significantly less error-prone and more robust, in comparison to
the the LDA approach operating on spatial features.

Shifting the electrode array by 6, 9, and 12 cm moves the
center of the electrode array toward the pyloric end of the stom-
ach. As the electrode array is shifted in this direction, it moves
away from regions of the stomach that exhibit retrograde wave
activity in the abnormal case. Under our hypothesis that the
CNN is heavily selecting for retrograde activity to provide an
abnormal classification, moving away from regions with retro-
grade activity will cause a decline in performance. There is a
high amount of stomach size variability across this axis (6.7 cm,
Supplemental Materials section G). Thus, these shift configu-
rations will move the electrode array completely out of range
of retrograde activity (or even out of range of the entire stom-
ach) for smaller stomachs but not for larger ones, and a large
increase in accuracy variance is observed (Fig. 8b). This split is
seen to the fullest extent at shifts of 9 cm, with shifts of 6 cm
having more electrode arrays still recording retrograde activity
and shifts of 12 cm placing a higher number of electrode arrays
out of range of retrograde activity.

Furthermore, this region of the stomach exhibits the highest
amount of stomach shape variability (Supplemental Materials
Section G), which, in turn, results in less consistent patterns
between simulations at the electrode level. We hypothesize that
this is why the variance increase is not seen symmetrically (i.e.
in shifts of −6, −9, and −12 cm), as the esophageal side of the
stomach is not as anatomically variable. In the LDA classifier
with electrode shifts of 6, 9, and 12 cm, the increase in accuracy
variance does not mirror that of the CNN. Instead, variability in
classification accuracy is seen at shifts of −3 and 0 cm. This is
because LDA performance depends on the degree to which the
electrode array is centered around the bifurcated anterograde
and retrograde activity in the abnormal initiation. Again, due to
anatomical size and shape variability, electrode arrays remain
centered around the antrum at shifts of −3 and 0 cm for larger
stomachs but move away from the wave bifurcation at these
shifts for smaller stomachs.

As smaller array sizes are tested, slight differences in perfor-
mance robustness with respect to the number of channels are
observed (Fig. 10). Performance from waveforms of the 100
channel arrays exceeds that of the 25 and 9 channel arrays by
more than 1 standard deviation in the SNR range of −8 to 0 dB
(Fig. 10a). When the electrode array is shifted horizontally, the
most noticeable discrepancy in performance lies in the range of
−12 to −6 cm (Fig. 10b). This is likely due to the fact that the
25 and 9 channel electrode arrays are out of range of electri-
cal activity, whereas the leftmost electrodes of the 100 channel
electrode array do remain within the range of electrical activ-
ity. In a similar fashion, the largest discrepancy in performance
when the array is shifted vertically lies in the extrema (Fig. 10c),

Authorized licensed use limited to: Univ of  Calif San Diego. Downloaded on February 25,2020 at 02:13:57 UTC from IEEE Xplore.  Restrictions apply. 



864 IEEE TRANSACTIONS ON BIOMEDICAL ENGINEERING, VOL. 67, NO. 3, MARCH 2020

Fig. 10. Comparison of neural network accuracy between 100 channel
(black), 25 channel (blue), and 9 channel (red) electrode arrays with
respect to: (a) SNR, (b) horizontal electrode array shifts, (c) vertical
electrode array shifts, and (d) abdominal tissue depth.

as smaller electrode arrays move more so out of the range of
electrical activity than the 100 channel electrode array. All three
array sizes yield similar model classification performance trends
when abdominal tissue depth is increased, as these permutations
are tested only at vertically and horizontally centered electrode
array configurations.

IV. DISCUSSION

In this study, machine learning techniques involving a CNN
were applied to the slow wave of the stomach to determine if
the clinically important marker of abnormal gastric slow wave
initiation could be accurately identified. Machine learning was
carried out under thousands of possible test conditions and over-
all it performed very favorably in accurately identifying cases
of abnormal slow wave initiation in these cases.

This works paves the way for development of a second genera-
tion model which incorporates additional abnormalities beyond
pacemaker initiation, specifically, a conduction block and/or
abnormal conduction velocity [15]. The CNN architecture de-
veloped here could be slightly modified to accommodate the
classification of more than two hypotheses. Specifically, the ul-
timate fully connected layer would have four, as opposed to two,
filters.

Although we hypothesized that modern machine learning
techniques (i.e. CNNs) could be used to disambiguate normal
and abnormal gastric myoeletctric function, such techniques
typically require availability of massive amounts of training
data. For instance, in our CNN approach, we had to train close
to 175,000 parameters and test the model on several perturba-
tions, which required over 10,000 labeled datasets. If we wanted
to first directly test this in humans, this would have been time and
cost prohibitive. One value of the work presented here is that we

were able to rapidly determine that such approaches are worth
further exploration, using human anatomy and physiologically
plausible models of normal and abnormal gastric myoelectric
function. Furthermore, a recent study in cardiology that used a
2D CNN to classify single-lead ECG [49] suggests that certain
cardiac arrhythmias are only detectable via a multi-lead ECG.
Since the 3D CNN methodology developed here allows for the
analysis of a dynamic process recorded by a multi-lead system,
our work paves the way for this paradigm to be applied in fields
beyond gastroenterology, such as cardiology.

Another value of this work is that it is, to the best of our
knowledge, the first study to explore the use of a deep CNN
to disambiguate a normal and abnormally initiated gastric slow
wave from multi-electrode cutaneous abdominal waveforms.
Although simultaneous serosal and cutaneous electrical record-
ings to test our methodology in humans require abdominal
surgeries and have not yet been accomplished, recent findings
demonstrate the feasibility of multi-electrode gastric mucosal
recordings [75] and low-resolution simultaneous mucosal and
cutaneous recordings [76]. As these techniques advance and are
used in larger patient cohort sizes, opportunities will arise to
validate our methods in humans using multi-electrode mucosal
recordings to define ground truth labels.

Furthermore, one recent advancement in machine learning
methodologies includes the use of transfer learning, which al-
lows a new classification task to be performed on a pre-trained
model. Transfer learning can make it possible to train a neural
network and perform a classification task on a dataset containing
an otherwise insufficient amount of training data. With this tech-
nique, secondary training or fine tuning of previously-learned
neural network weights with the new dataset is performed. Sec-
ondary training involves freezing low-specificity weights from
the first few layers of the neural network while the remaining
final layers remain trainable. Data from the new classification
task, termed ‘target data’, can be used to fine-tune the highly-
specificity weights corresponding to specific features. Another
method involves fine-tuning the entire neural network with tar-
get data. Recent studies have demonstrated efficacy in transfer
learning even when the trained and targeted datasets vary sig-
nificantly [77]–[79].

Though many state-of-the-art studies involve transfer learn-
ing of 2D models, recent work has shown efficacy of transfer
learning with 3D-CNNs [80]–[82]. It is reasonable to hypothe-
size that 100-channel EGG data collected from humans could fit
within the realm of similarity to the simulation training data, for
which transfer learning is effective. We hypothesize that down
or up-samping the human EGG data to match the sampling rate
of the in silico data will preserve the temporal relationship be-
tween trained and target data, which is the third axis of the 3D
structure. As such, the weights learned from training the CNN
in this in silico study could be applied with transfer learning
to deploy this framework on multi-electrode human data. This
transfer-learned study is likely not trivial, but is a future direction
within the realm of possibility.

A common problem in medical data is a class imbalance be-
tween patients and healthy controls. However, due to the large
prevalence of GI disorders, there is no dearth of patients. In
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addition, since the EGG is noninvasive, the barrier to enroll
healthy controls is low. Thus, there need not be high class im-
balances in EGG studies with real data. If there still is a class
imbalance, though, one could use the synthetic minority over-
sampling technique (SMOTE) and or generate synthetic data
in the minority class. Data generation in the minority class has
been used in the field of cardiology [47], as well as radiology
[83], via a a generative adversarial network (GAN) in the latter.

The approximations and simplifications of our in silico study
do not, however, capture the following: (i) Slow wave abnor-
malities may be intermittent [40]. To account for this, one could
employ state space models (i.e. hidden Markov models) or their
analogues in deep neural networks (i.e. LSTM) to develop prob-
abilistic descriptions of the state across time. (ii) This model
does not simulate artifacts arising from movement and/or ab-
dominal muscle contractions that are typically present in human
electrical recordings. To address this, our group has recently de-
veloped novel artifact rejection methodology that leverages the
unique oscillatory nature of the slow wave and preserves the sig-
nal even in time windows for which artifact is present [40]. One
may employ these methods on the real HR-EGG data recordings
to increase their similarity to the simulation datasets. (iii) The
stomach geometry may dynamically change, as compared to
our assumption of it being static throughout the recording. In
practice, the stomach geometry expands and contracts primarily
during and after a meal. Notably, this modulation is found
mostly in the fundus, a region with lowest electrical activity,
and thus a non-region of interest in myoelectric efforts. (iv)
This model places the elliptical abdomen concentrically with
the stomach, which is not true to the patient’s anatomy in
most cases. However, our findings pertaining to classification
with respect to horizontal and vertical displacement suggest
that any trends in classification accuracy are a function of
abnormal initiation location, not anatomy-specific locations.
(v) The forward model used in our simulation does not model
all the ionic conductances underlying the generation of the slow
wave. A more realistic forward model that captures normal and
abnormal function has recently been established [84] and could
be used as further in silico validation of our presented approach.

In cardiology, identification of patients with sick sinus
syndrome, where the cardiac pacemaker cells are not initiating
normally, prompts placement of a potentially life-saving
pacemaker device. Indeed, a whole field called cardiac elec-
trophysiology has developed around management of cardiac
pacemaker cell arrhythmias. While these concepts are still
in a nascent phase in the gastrointestinal tract, with initial
efforts showing promise [24]–[26], [85], the work here with
machine learning shows that gastric pacemaker initiation
problems can be readily identified with a high accuracy.
Advancement towards improved detection of the underlying
stomach pathophysiology from which foregut symptoms arise
will lead to improved and more etiology-specific treatment.

V. CONCLUSION

To summarize, this in silico study demonstrates the efficacy
of using machine learning to classify normal and abnormal slow

wave activity from EGG data. This technique is particularly rel-
evant because many foregut GI disorders can masquerade as one
another when relying on symptoms alone. A recent finding in-
dicates that with imaging-guided placement of multi-electrode
arrays, slow wave spatial electrical patterns become associated
with disease and symptom severity [41]. The robustness of the
CNN approach shown here provides preliminary evidence that
even in the absence of image guidance, and across a wide range
of BMIs and SNRs, such associations may still be established.
Furthermore, the approach we have developed has an ability to
discern, at an individual level and with high accuracy, an abnor-
mally functioning slow wave from one of normalcy. Apart from
simply being a proof of concept, the network architecture and
learned weights have the potential, through transfer learning,
to reduce the amount of training data required for high per-
formance in human studies. Altogether, these findings suggest
that multi-electrode cutaneous abdominal recordings, combined
with modern machine learning techniques, have the potential to
address unmet needs and possibly serve as widely deployable
screening tools in gastroenterology.
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